
Visual vs Textual Features: In the battleground of instance document
layout Segmentation.

Objective of the thesis: Instance document layout segmentation (DLS) is the task of identifying
the different layout elements such as text, images, tables, and graphs, in a document image. One
of the critical decisions in this task is the choice of features used to represent the layout elements.
In this thesis, we compare the performance of visual with textual features and multi-modal
(visual + textual) features in instance document layout segmentation.

A brief Literature Review: In the past few decades several architectures have been proposed to
solve this problem. As convolutional neural networks (CNN) deal with spatial features and make
use of the same knowledge across all image locations, many researchers [1, 2, 3] make use of
CNNs to solve DLS. Though CNNs work efficiently well for small objects, they fail for large
object segmentation. On the other hand, transformers based networks [4, 5, 6] segment the large
objects properly but don't converge for the small objects. To mitigate this trade off people start
using textual information [7, 8, 9] as in documents, text contains important information to
classify a document object. In order to use the advantage of both the modality, multimodal
instance document layout segmentation is a current trend of research [10, 11, 12]. But text
mining is more difficult than visual features extraction and needs large computational resources.
For multi-modal analysis we need a large scale pre training dataset which isn’t publicly
available. Also, we need a good OCR to get the text and its corresponding bounding boxes but
they are very expensive.

Proposed Thesis Statement: In order to solve this problem, we have applied a different learning
paradigm to enrich the visual features which helps to improve the document layout analysis
performance. First, we use a domain adaptation strategy to make use of pretrained weights of
completely different domains (e.g. MS-COCO). This has been performed by hybrid bipartite
matching. Next in order to correctly segment the small objects we utilize a swin transformer with
contrastive denoising training paradigm. It can outperform the large scale dataset which have
sufficient data points to train but fail to perform for small scale dataset with large variability.

To solve the problems of small scale datasets, we introduce a few shot learning paradigm.
From the previous work, we already know which objects are affecting the performance of the
system. So in this setting, we first train the system with only those classes for 100K epochs and
test on the rest of the classes. Then we finetune the system for 3K epoch with the rest of the
classes and test on the whole test set. This proposed setting is called Decouple Boosting in few
shot instance segmentation.

However, all the above approaches use positional embeddings. But relational embeddings
are also an important piece of information to explore. In order to do that, we applied a
self-supervised learning paradigm to understand the attention of the network during
segmentation. We treat those attention regions as nodes and build a fully connected graph with
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those nodes and use graph sage to perform the instance segmentation with the help of these
graphs.

Conclusion: Layout analysis is an important part of document understanding as the
performance of Key information extraction, Visual Question Answering and other tasks depend
on the document layout analysis. So, we need a fast and efficient system for this task. With visual
features we can save time in feature extraction, feature mining as well as resource cost. This
excites us to explore different learning paradigms which can help to advance the current
state-of-the-art.
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